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Figure 1. (a) 4 DDRx DIMMs on a multi-drop bus (b) 4 FB-DIMMs 

connected with point-to-point links. 
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Abstract—The demand for capacity and off-chip bandwidth to 

DRAM will continue to grow as we integrate more cores onto a 

die. However, as the data rate of DRAM has increased, the 

number of DIMMs supported on a multi-drop bus has decreased. 

Therefore, traditional memory systems are not sufficient to meet 

both these demands. We propose the DIMM tree architecture for 

better scalability by connecting the DIMMs as a tree. The DIMM 

tree architecture is able to grow the number of DIMMs 

exponentially with each level of latency in the tree. We also 

propose application of Multiband Radio Frequency Interconnect 

(MRF-I) to the DIMM tree architecture for even greater 

scalability and higher throughput. The DIMM tree architecture 

without MRF-I was able to scale up to 64 DIMMs with only an 

8% degradation in throughput over an ideal system. The DIMM 

tree architecture with MRF-I was able to increase throughput by 

68% (up to 200%) on a 64-DIMM system over a 4-DIMM system. 

I. INTRODUCTION 

The memory wall [25], where DRAM system performance 
has not been able to scale at the same rate as processor 
performance, has been an ever-increasing problem for 
microarchitects. Now, with the emergence of chip multi-
processors (CMPs), the problem has become even worse. As 
we continue to scale further with more and more cores on a 
chip, we reach a point where overall system performance 
cannot increase any further due to the limits of the DRAM 
system. Since the number of concurrent applications and 
threads increases with the number of cores, so does the 
working set size and the throughput required by the DRAM 
system. The larger working set size will increase the number of 
page faults leading to costly transfers from hard disk to 
memory. The increased throughput requirements will put an 
even greater strain on the already scarce DRAM bandwidth. 
Therefore, a DRAM system for future many-core CMPs will 
require greater capacity and greater throughput. 

The trend in industry to provide greater throughput in 
DDRx DRAM has been to increase the DRAM clock and data 
rate over each pin. For example, DDR2 has data rates of 
400Mbps/pin, 533Mbps/pin, 677Mbps/pin, and 800Mbps/pin. 
DDR3 has data rates of 800Mbps/pin, 1066Mbps/pin, 
1333Mbps/pin, and 1600Mbps/pin. However, a faster data rate 
also decreases the number of DIMMs (and overall capacity) 
that can be connected together on a multi-drop bus in a 
conventional DDRx DRAM system. Each drop on a multi-drop 
bus acts as an impendence discontinuity, causing ringing, a 
longer delay, and slower rise time [11]. We have already seen 
the maximum number of drops reduce from 8 in DDR2 to 4 in 

DDR3. If the trend continues, then to support higher data rates 
in the future for technologies such as DDR4, there must be 
fewer drops on a multi-drop bus and therefore fewer DIMMs. 

The other technique used to connect multiple DIMMs is a 
point-to-point link. FB-DIMM is an example that uses point-to-
point links. Figure 1 shows the difference between connecting 
DIMMs on a multi-drop bus and point-to-point link. In a point-
to-point link, the signals are buffered and repeated at each 
DIMM. This has the potential to allow an infinite number of 
DIMMs to be chained together at a high data rate. However, 
each buffer that is traversed adds latency to the system. 
DIMM0 in Figure 1b has a latency of 1 hop, while DIMM3 has 
a latency of 4 hops. In Figure 1a, since all the DIMMs are 
connected on a multi-drop bus, all the DIMMs have a latency 
of 1 hop. As the latency increases, throughput will degrade as 
we will demonstrate later on. Therefore, even with a point-to-
point link the number of DIMMs is limited by the added 
latency. 

In this paper, we propose the DIMM tree architecture for 
scaling the number of DIMMs in a DRAM system, but without 
severely degrading latency as in a point-to-point linked system. 
The DIMM tree architecture creates a tree of DIMMs 
combining the strengths of a multi-drop bus with the strengths 
of a buffer used in point-to-point links. The multi-drop bus is 
used to connect all the siblings in the tree. The buffer is used to 
connect all the children to the parent in the tree. This allows the 
latency to grow logarithmically with the number of DIMMs 
rather than linearly as in point-to-point links. We also propose 
the application of multiband radio frequency interconnect 
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Figure 2. (a) conventional DDRx DIMM (b) LR-DIMM. 

(MRF-I) [4][6][13] to the DIMM tree architecture to provide 
even greater scaling and higher throughput. MRF-I in [4] is 
projected to support up to 4 drops on a multi-drop bus for the 
very high data rates required for future technologies such as 
DDR4 and DDR5. MRF-I also allows for multiple channels of 
data to be transmitted concurrently over a single shared 
medium, which can be used to increase the aggregate data rate 
to the DRAM system. 

The remainder of this paper is organized as follows. Section 
2 gives background for DDRx DIMMs and MRF-I. Section 3 
describes the DIMM tree architecture in detail. Section 4 
describes our experimental framework. Section 5 describes our 
results. Section 6 describes related work. Section 7 concludes 
this paper. 

II. BACKGROUND 

A. DIMM background 

In this section we first give a brief overview of existing 
DIMM technologies in order to understand the tradeoffs of the 
DIMM tree architecture. Figure 2a shows a conventional 
DDRx DIMM consisting of multiple DDRx DRAM chips that 
are accessed in parallel. In this example, each DIMM contains 
8 DRAM chips with each chip containing 8 data pins. A 64-bit 
data bus is created by aggregating the data signals from each 
chip together, which means each data line is connected to only 
one DRAM chip. Each command, address, and control signal, 
however, is connected to all 8 DRAM chips on the DIMM. 
Therefore, if there were 4 DIMMs on a single multi-drop bus, 
then each data line would be connected to 4 DRAM chips, and 
each command, address, and control signal would be connected 
to 32 DRAM chips. This demonstrates how quickly the load on 
a multi-drop bus can increase, thereby degrading the signal 
integrity. 

 One technique to reduce the load is to insert a buffer 
for all the signals on the DIMM between the DRAM chips and 
the memory controller. This technique is used in load reduced 
DIMM (LR-DIMM) [10] as shown in Figure 2b. LR-DIMM 
uses an isolation memory buffer (iMB) to buffer the command, 
address, control, and data signals to the DRAM chips. There 
are no changes needed to the DRAM chips themselves, which 
is very important. Since DRAM chips are commodity parts, 
and are optimized for high density and low cost, any design 
changes that may reduce density or increase cost are usually 

avoided. Therefore, our proposal to support the DIMM tree 
architecture will also not modify the DRAM chips, but just 
interface to them as is done with the iMB in LR-DIMM. 

The data rate of DDRx is always twice the rate of the 
command, address, and control signals. Thus the name double 
data rate (DDR). In order for the DRAM chips to deliver such 
high data rates, internally the DRAM chips fetch the data with 
a lower data rate and a wider interface, but transfer externally 
with a higher data rate and a narrower interface. This is known 
as an n-bit prefetch. For example, DDR3-1600 is an 8n-bit 
prefetch architecture. Internally, it fetches 8-bits of data in one 
clock cycle at 800 MHz. Externally it transfers 8-bits of data, 
one bit at a time, over a single pin at 1.6GHz. Therefore, the 
1.6Gbps/pin external data rate of DDR3-1600 is really 
generated by fetching data at half the clock speed internally. 
Since the DIMM tree architecture must support more DIMM-
to-DIMM interfaces than a conventional DDRx DIMM, we 
will use this technique to reduce the number of data pins for 
each DIMM-to-DIMM interface by transmitting at twice the 
data rate over half the number of pins. 

B. Off-Chip Multiband RF-I 

Multiband RF-I [4][6][13] is a high aggregate bandwidth 
and power saving alternative to a traditional interconnect. 
MRF-I is realized via transmission of electromagnetic waves 
through multiple carrier channels over a shared transmission 
line, rather than the transmission of a voltage signal through a 
single baseband over a wire. In MRF-I, carrier waves are 
continuously propagated along the transmission line, and data 
is generated through either the amplitude or phase modulation 
of the carrier wave. By transmitting independent data streams 
each over different RF bands, MRF-I can provide simultaneous 
transmissions of multiple data streams over a shared physical 
transmission line to improve the aggregate bandwidth and data 
rates. 

There has been much advancement in off-chip MRF-I in 
recent years [4][6][13]. The most recent advancement, [4], uses 
ASK modulation with differential signaling, which we refer to 
as ASK MRF-I.  ASK MRF-I in [4] uses differential signaling, 
which means it uses two lines to propagate a signal. 
Differential signaling allows for a higher signal integrity, 
which leads to higher data rates and a higher number of RF 
bands per pin overall. [4] was successful in demonstrating the 
high data rate and low power of MRF-I, the low BER, and the 
feasibility of process integration by implementation in a 
general-purpose logical CMOS process of 65nm. [4] 
demonstrated a dual band MRF-I transceiver operating over 
10cm on a FR4 board and Roger 4003C board at 8.4Gbps 
aggregate data rate and 10Gbps aggregate data rate 
respectively. The power consumption of the dual band MRF-I 
transceivers on the FR4 and Roger boards were 21mW and 
25mW respectively. Both boards operated with less than a 10

-15
 

BER.  

C. Why use MRF-I for DRAM? 

Traditional chip-to-DRAM interconnects are able to 
support fewer drops as the data rate increases and signal 
integrity becomes worse. This has become apparent in the 
reduced number of DIMMs on a multi-drop bus as technology 
has changed from the slower DDR2 DIMMs, to the faster 
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Figure 3. (a) Replicated MRF-I transceiver from [4] (b) optimized with 

reduced VCO design 

TABLE II. TX, RX, AND TRANSMISSION LINE LATENCIES 

 TX (ns) RX (ns) 5cm Line (ns) 10cm Line (ns) 

Baseband 0.1 0.21 0.33 0.64 

RF-I 0.14 0.22 0.39 0.72 

 

TABLE I. AREA OF 8-BIT TRANSCEIVERS 

 BB 2ASK MRF-I 4ASK MRF-I 8ASK MRF-I 

Area (mm2) 0.528 0.372 0.341 0.31 

# pins 8 8 4 2 

# transceivers 8 4 2 1 

# bits 8 8 8 8 

 

DDR3 DIMMs, and in the near future DDR4 DIMMs. Because 
of the high data rate, DDR4 is projected to only support 1 
DIMM on a bus. Even though [4] did not demonstrate multi-
drop for MRF-I, multi-drop for MRF-I is very feasible. At the 
time of submitting this paper, our group is working on a MRF-I 
mult-drop demo. We project that MRF-I at 4Gbps per RF band 
(enough to support DDR4) will be able to support 4 DIMMs on 
a multi-drop bus. Since [4] implements differential signaling 
using dual bands, there isn’t the extra pin overhead usually 
associated with differential signaling with only the baseband 
i.e. two pins for two bands with MRF-I instead of two pins for 
one band for a traditional interconnect. 

MRF-I can also be used to reduce pin count or increase 
bandwidth by supporting more than two bands per pair of 
differential lines i.e. greater than one band per pin. For 
example, with 2 RF bands per pin (4 RF bands per pair of 
differential lines), we could either support the same bandwidth 
and reduce the number of pins by half, or keep the number of 
pins the same and double the bandwidth. The latter application 
is particularly useful from an energy savings perspective as we 
start to approach data rates of greater than 5Gbps/pin. At about 
5Gbps/pin traditional interconnects start to consume power 
super linearly due to power-hungry circuit techniques of pre-
emphasis and equalization that must be used to compensate for 
the signal loss. Examples include current technologies such as 
GDDR5 (7Gbps/pin) and future technologies such as 
DDR4/DDR5 that will reach around 5Gbps/pin. By 
multiplexing the data over multiple bands, the interconnect 
power can be kept in the linear power consumption region. For 
example, transmitting data over 2 RF bands per pin operating at 
4Gbps per band will provide 8Gbps/pin. [4] can currently 
support up to 4 RF bands per pin. However, as MRF-I 
technology advances, we expect that number to increase even 
more.  

D. Overhead of using MRF-I 

There is also an area savings improvement that can be made 
for multi-bit transceivers. [4] demonstrates a dual band 
transceiver over a single pair of differential lines. When 
creating a multiple bit transceiver, the simplest approach would 
be just to replicate the design. However, this is very area and 
energy inefficient. The capacitive loading on each ASK 
transmitter is very low, so each ASK transmitter does not 
require its own dedicated voltage-controlled oscillator (VCO) 
in order to produce the RF carrier (as shown in Figure 3a). 
Instead, a single VCO can be shared among up to 8 ASK 
transmitters as long as they are using the same RF band (as 

shown in Figure 3b). This optimization results in both an area 
and energy savings. We were able to validate these area and 
energy optimizations by layout and simulation using the 
Spectre circuit simulator [5] as was done in [14]. The values 
are shown in TABLE I and Figure 4. 

The area of 8-bit transceivers, including pads, for baseband 
(BB) and RF-I transceivers is shown in TABLE I for 65nm 
technology. We label transceivers for 2, 4, and 8 RF bands per 
differential lines as 2ASK, 4ASK, and 8ASK respectively. The 
individual transceiver size can be obtained by taking the 
“Area” and dividing by “#transceivers.” For example, a single 
2 ASK transceiver is 0.372mm

2
/4. TABLE I shows that as the 

number of RF bands per pin increases, the area and number of 
pins required to transmit 8 bits of data shrinks significantly. We 
will discuss later on which ASK transceivers are required to 
support the DIMM tree architecture. 

 Figure 4 shows the energy per bit as bandwidth is 
increased for MRF-I versus a traditional interconnect, which is 
labeled as baseband (BB). The power numbers for the 
baseband were taken from [8][12][17]. We compare BB against 
2ASK, 4ASK, and 8ASK. The figure shows that we can 
maintain the lower energy per bit at higher data rates by adding 
more RF bands. 

Latencies for the transmitters, receivers, and transmission 
lines for RF-I versus the baseband are shown in TABLE II for 
5cm and 10cm. These latencies fall well within the DDR3-
1600 cycle time of 1.25ns, which we use as our level-to-level 
latency in the DIMM tree architecture. Please note that since 
[4] was a proof of concept paper to demonstrate the feasibility 
of off-chip MRF-I, the circuits were not optimized for area or 
power. One area reducing improvement that can be made 
without affecting the operation of the design is to place the 
digital logic circuits directly underneath the passive structures. 
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III. THE DIMM TREE ARCHITECTURE 

 The DIMM tree architecture is designed to increase the 
capacity of a DRAM system without degradation in 
throughput. The DIMM tree architecture creates a tree of 
DIMMs in order to grow the latency logarithmically instead of 
linearly with the number of DIMMs; this allows the memory 
system to scale to a many-DIMM DRAM system. The DIMM 
tree requires a minimum of two DIMMs to be supported on a 
multi-drop bus. Otherwise, it becomes a chain of DIMMs 
connected with point-to-point links. Therefore, in the future 
with much high data rates, a technology such as MRF-I that 
can support two DIMMs on a multi-drop bus will be required. 
This section will describe the benefits and organization of a 
tree of DIMMs, the implementation details of a tree DIMM (T-
DIMM) without MRF-I, and the adding of MRF-I to the 
DIMM tree architecture.  

A. Benefits and organization of a DIMM tree 

The main benefit of a DIMM tree is the logarithmic 
increase in latency with the number of DIMMs. This can be 
seen by comparing the DIMM tree versus a point-to-point and 
multi-drop bus organization. Figure 5 shows the varying 
latencies of each level of DIMMs in a point-to-point 
organization, a multi-drop organization, and the DIMM tree. A 
multi-drop connection among DIMMs is represented by the 
DIMMs sharing a common wire. In Figure 5a, the point-to-
point organization causes the latency to increase linearly with 
the number of DIMMs, due to the buffer at each DIMM that 
acts as a signal repeater. DIMM0 only has a latency of 1 hop 
from the CMP while DIMM3 has a latency of 4 hops from the 
CMP. A point-to-point organization of N DIMMs can also be 
viewed as a tree with branching factor 1 and height N. In 
Figure 5b, the multi-drop organization causes the latency to be 
equal among all the DIMMs. In this case all the DIMMs have 
equal latency of 1 hop away from the CMP. A multi-drop 
organization of N DIMMs can be viewed as a tree with 
branching factor N and height 1. 

Figure 5c shows a DIMM tree of branching factor 2 and 
height 2. In a DIMM tree, there are different families of 
DIMMs connected by a multi-drop bus. Each DIMM contains a 
buffer in order to generate a new clean signal to its children. 
This is just as in a point-to-point connection, except each 
DIMM in the DIMM tree may have multiple children. For 
example, the CMP and its children, DIMM0 and DIMM1, all 
share a multi-drop connection (just as the CMPs and their 
children, do in Figure 5a and b). Likewise, DIMM0 also shares 
a multi-drop connection with its children, DIMM2 and 
DIMM4. However, DIMM2 is not on the same multi-drop 
connection with the CMP, since the buffer on DIMM0 
separates the connections. Just as in the point-to-point 
connection, each buffer represents a connection to an additional 
hop. Therefore, DIMM0 has a latency of one hop while 
DIMM2 has a latency of two hops. 

B. Tree DIMM (T-DIMM) implementation 

A conventional DDR3 DIMM only supports one interface - 
from the DIMM to the memory controller. In a T-DIMM, 
however, we must be able to support two interfaces – one to the 
parent and sibling DIMMs and one to the children DIMMs. In 
order to support an additional interface on the DIMM without 

the added pin overhead, we can use a technique similar to the 
n-bit prefetch used in DDRx described in Section II.A. By 
transferring some of the signals over half the number of pins 
but at twice the data rate, we can reduce the overhead of adding 
a second DIMM interface. 

Figure 6a shows a single DDR3-1600 T-DIMM with data 
rates and number of pins for the data, address, command, and 
control lines. The data and address lines operate at 2X the data 
rate (3.2Gbps/pin for data, 1.6Gbps for address) of a 
conventional DDR3 DIMM (1.6Gbps/pin for data, 0.8Gbps for 
address), but using half the number of pins (32 for data, 7 for 
address). Therefore, in order to support a second DIMM 
interface, the number of pins on the DIMM is increased by 
what amounts to another set of command/control lines plus 
chip select, which is 10 + log2(number of ranks). We assume 
there is logic on each DIMM to decode the chip select with 
“log2(number of ranks)” lines instead of “number of ranks” 
lines. This design also causes the number of pins needed to 
interface to the memory controller to be halved. The command 
and control lines for the T-DIMM operate at the same rate as a 
conventional DDR3 DIMM (0.8Gbps/pin). All signals to the 
DRAM chips must go through the DIMM Interface Router 
(DIR) just as they do for the iMB in LR-DIMM [11]. 

The DIR, shown in Figure 6b, contains a parent DIMM 
baseband (BB) transceiver, a router, a buffer, a child DIMM 
baseband transceiver, several data rate converters, and several 
baseband transceivers (BB TX/RX). The parent DIMM BB 
transceiver connects the DIMM to its parent and siblings within 
the tree hierarchy. The router consists of a lookup table indexed 
by the rank number specifying four possible routes: the current 
DIMM, a descendent of the current DIMM, the parent DIMM, 
or none of the above. The buffer is used to buffer signals that 
must go to the next level of the tree (i.e., a descendent of the 
DIMM). The child DIMM BB transceiver connects the DIMM 
to its children in the tree hierarchy. The memory controller 
would be the root of the tree, so it would also contain a child 
DIMM BB transceiver. The data rate converter converts 
between a data rate of X with Y pins to a data rate of 2X with 
Y/2 pins and vice versa. This is accomplished by interleaving 
the values of two signals operating at data rate X onto a single 
wire at data rate 2X and vice versa.  

C. Adding MRF-I to the DIMM tree architecture 

The drawback of using a traditional interconnect is that as 
the DRAM chip data rate is increased, fewer and fewer drops 
are supported. This directly affects the branching factor of the 
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TABLE III. WORKLOAD DESCRIPTIONS 

 Benchmarks in 

workload 

Memory 

footprint 

Description 

Workload1 deblure, registration, 
denoise 

6.6 GB medical imaging 

Workload2 6 denoise,  6 bzip2, 6 

sjeng 

7.0 GB mixed spec 2006 and 

medical imaging 

Workload3 mcf, 2 libquantum, 2 
milc, 2 gcc, 2 bzip2 

5.8 GB spec2006 

Workload4 2 deblure, 2 libquantum, 

2 milc, 2 registration, 2 
gcc 

16.2 GB mixed spec 2006 and 

medical imaging 

Workload5 2 copy, 2 triad 7.5 GB stream 

Workload6 4 lbm, 4 mcf 4.9 GB spec2006 

 

DIMM tree and the rate at which the DIMM tree can grow with 
each level of latency added. This is especially true since the 
DRAM chip data signal rates are doubled in order to support an 
additional DIMM interface. Therefore, as new DRAM chip 
technologies with much higher data rates such as DDR4 arrive, 
the scalability of the DIMM tree using a traditional 
interconnect decreases. Replacing the traditional interconnect 
with MRF-I will allow the DIMM tree to continue to scale as 
data rates increase. 

 MRF-I is projected to support up to 4 drops on a 
multi-drop bus up to 4Gbps per RF band. That means with 2 
ASK MRF-I (1 RF band per pin), a DIMM tree with a 
branching factor of 4 can support DDRx-2000 DRAM chips 
(2Gbps/pin). In order to support even higher data rates, the data 
signals can be multiplexed over more RF bands. Therefore, 
with 4 ASK MRF-I (2 RF bands per pin) and 8ASK MRF-I (4 
RF bands per pin), a DIMM tree with a branch factor of 4 
could support DDRx-4000 DRAM chips (4Gbps/pin) and 
DDRx-8000 (8Gbps/pin) respectively. Currently, [4] is limited 
to just 8ASK MRF-I. However, as MRF-I technology 
advances, we expect the number of RF bands per pin to 
increase. 

 MRF-I can also be used to provide multiple logical 
channels over a single physical channel when there is more 
than 1 RF band per pin. Each RF band on a pin would form a 
logical channel. By partitioning DIMMs on a multi-drop bus 
among the logical channels, we can increase the concurrency of 
DRAM transactions. For example, with 4 DIMMs on a multi-
drop bus and two logical channels, there would be two DIMMs 
per logical channel. All transactions to the DIMMs on the first 
logical channel can be scheduled independently of the 
transactions to the DIMMs on the second logical channel. 
Therefore, we are able to utilize the extra bandwidth provided 
by MRF-I to current DRAM chip technologies to increase 
throughput and improve scalability as we shall see in the results 
section. 

 Adding MRF-I to the T-DIMM involves replacing the 
parent and child DIMM baseband transceivers in the DIR with 
MRF-I transceivers. The parent MRF-I transceiver will always 
be a 2 ASK MRF-I transceiver regardless of the number of 
logical channels supported, since each T-DIMM only has one 
parent. The child MRF-I transceiver, however, will be have a 4 
and 8 ASK MRF-I transceiver for 2 and 4 logical channels 
respectively, since each T-DIMM can have multiple children. 
Adding MRF-I to the T-DIMM also involves having a set of 
lines for each logical channel from the router to the buffer, and 
from the buffer to the child DIMM MRF-I transceiver. These 
extra lines are required, since the buffer can only buffer a 
conventional signal, not an RF signal. The BB TX/RX remain 
the same, so there is no modification needed to interface to the 
commodity DRAM chips. 

IV. EXPERIMENTAL FRAMEWORK 

For our evaluation, we generated memory transaction traces 
from the SPEC CPU 2006 benchmark suite [9], stream suite 
[15], and some medical imaging benchmarks. We selected the 
most memory intensive benchmarks from the SPEC CPU 2006 
benchmark suite. The benchmarks included are bzip2, gcc, 
libquantum, lbm, mcf, milc, and sjeng. Copy and triad are 
derived from the stream benchmark suite [15], and are 
streaming benchmarks. Deblur [20], registration [26], and 
denoise [24] are medical imaging benchmarks. In order to 
generate memory transaction traffic for a multiprogrammed 
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TABLE IV. MIXES OF SPEC 2006 BENCHMARKS 

 Workload Benchmark 

Mixes 

Bandwidth 

(GB/s) 

#Transactions 

(millions) 

low_bw_mix_1 Workload1 deblure, 

registration, 
denoise 

8.2 34.5 

low_bw_mix_2 Workload2 6 denoise,  6 

bzip2, 6 sjeng 

14.3 60.0 

med_bw_mix_1 Workload3 mcf, 2 libquantum, 
2 milc, 2 gcc, 2 

bzip2 

30.5 109.2 

med_bw_mix_2 Workload4 2 deblure, 2 
libquantum, 2 

milc, 2 
registration, 2 gcc 

28.4 119.2 

high_bw_mix_1 Workload5 2 copy, 2 triad 59.6 175.0 

high_bw_mix_2 Workload6 4 lbm, 4 mcf 748.8 326.5 

 

TABLE V. DRAMSIM PARAMETERS 

DRAM type DDR3-1600 

CPU frequency 4GHz 

Channel width 8 bytes 

Address mapping policy sdram_close_page_map 

Row buffer policy close_page 

Banks per rank 8 

Row count 16384 

Column count 1024 

Rank-to-rank switch time 1 DRAM cycle 

 

workload (or a system using virtualization) running on a many-
core CMP, we need to model several of the benchmarks on 
separate cores concurrently. We create 6 workloads shown in 
TABLE III. Each workload is generated so that the memory 
footprint is at least 4GB when the benchmarks are run to 
completion. 

Since simulating the benchmarks to completion with a 
cycle accurate simulator would take several months to 
complete, we reduce our analysis to a 1 billion instruction 
phase of each benchmark. The traces were gathered using 
Pin [19], a dynamic instrumentation tool, with a 2MB 8-
way set associative L2 cache model with 64B blocks 
taken from Simplescalar [3]. The traces were generated 
by warming up for 1 billion instructions before recording 
and then running for another 1 billion instructions while 
recording memory transactions, similar to [18]. We found 
that warming up for 1 billion instructions was enough to 
reach beyond the initialization phase of the benchmarks 
when all the compulsory page faults occur. The traces 
were taken as input into DRAMsim [22], a detailed cycle 
accurate memory system simulator. We use DRAMsim’s 
built-in ability to interleave several trace files together in 
order to create a multiprogrammed CMP workload 
similar to [7] that will stress the DRAM system. TABLE IV 
shows the 6 different mixes we use. The mixes are 
categorized by how much they will stress the DDR3-
1600 DRAM system (11.92 GB/s per channel)—i.e. low 
(0 to 2 channels), med (2 to 4 channels), and high (greater 
than 4 channels). We use the parameters in TABLE V for 
the simulations. We modify DRAMsim to support the 
DIMM tree architecture. For the DRAM chips, we use 
timing and power parameters from the Micron datasheets 

for DDR3-1600 [16]. We assume 1 rank on each DIMM.  

V. RESULTS FOR THE DIMM TREE ARCHITECTURE  

A. Throughput and scalability 

In this section we compare the throughput and scalability of 
a system of DIMMs connected by point-to-point links, an ideal 
multi-drop system, the DIMM tree architecture, and MRF-I. 
We implement all systems using DDR3-1600 DRAM chips for 
a fair comparison of the architecture. For example, it would not 
be fair to compare a DDR2-800 FB-DIMM against a multi-
drop system of DDR3-1600 DRAM chips, since the data rates 
are different. 

Figure 7 shows the throughput and scalability of a DIMM 
system using DDR3-1600 DRAM chips connected with point-
to-point links. Throughput is measured in GB/s. The number of 
DIMMs is varied from 4 to 64. As the number of DIMMs is 
increased from 4 DIMMs, the added latency degrades 
throughput drastically. With 8 DIMMs, the throughput is 
degraded on average 15% up to 24%. With 16 DIMMs, the 
throughput is degraded on average 21% up to 39%. With 32 
DIMMs, the throughput is degraded on average 38% up to 
56%. The only exception is low_bw_mix_1 where the 
throughput increases by 34% when going to 16 DIMMs. The 
reason for this increase is that low_bw_mix_1 has a large 
amount of rank level parallelism. The gains by exploiting 
low_bw_mix_1’s rank level parallelism exceed the degradation 
caused by the added latency. However, when increasing the 
DIMMs from 16 to 32, the throughput begins to decline again 
with the added latency. 

Figure 8 shows the throughput and scalability of an ideal 
multi-drop system versus the DIMM tree architecture. The 
ideal multi-drop system models a hypothetical upper bound on 
the throughput we could achieve if all the DIMMs could be 
supported on a multi-drop bus. The DIMM tree shown in 
Figure 8 has a branching factor of 4 (i.e. 4 drops on a multi-
drop bus can be supported). The system modeled with the 
DIMM tree could either be one using a traditional interconnect 
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or one with one RF band per pin, since they would have the 
same throughput. The ideal multi-drop system is labeled with 
“Ideal MD”. The DIMM tree architecture with branching factor 
4 is labeled with “DT, BF4”. We see that the DIMM tree scales 
much better than a system connected with point-to-point links. 
With 16 DIMMs, the degradation in throughput with the 
DIMM tree over the ideal multi-drop is on average 2% up to 
4%. With 64 DIMMs, the degradation is on average 8% up to 
12%. Mixes low_bw_mix_1 and med_bw_mix_2 both have a 
large amount of rank level parallelism, and see a large 
throughput increase as the DIMMs are increased from 4 to 16. 

Figure 9 shows the throughput and scalability as we add 
MRF-I to a DIMM tree of branching factor 4. MRF-I is added 
with multiple RF bands per pin in order to support multiple 
concurrent logical channels. Figure 9 shows the throughput of a 
DIMM tree system with branch factor 4 and 4 RF bands per pin 
(labeled DT, BF4, RF4) against an ideal multi-drop system 
(labeled Ideal MD) and a non-ideal multi-drop system with 4 
RF bands per pin (labeled MD, RF4). The addition of 4 RF 
bands per pin in a multi-drop system with 4 DIMMs increases 
throughput by an average of 93% up to 159%. As the number 
of DIMMs in the DIMM tree increases, we again see a benefit. 
The mixes with a high amount of rank level parallelism are 
able to use the 4 logical channels to schedule transactions to 
separate ranks concurrently to improve throughput. For 
example, low_bw_mix_1 with 32 T-DIMMs increases 
throughput by 124% over a 4-DIMM multi-drop system with 4 
RF bands per pin (“MD, RF4, 4 DIMMs”). All the mixes see 
similar increases in throughput with 4 logical channels. The 
exception though is low_bw_mix_1, which at 16 DIMMs is 
already close to its maximum throughput of 8.2GB/s from 
TABLE IV. With 64 T-DIMMs, we see a throughput increase on 
average of 68% up to 200% over “MD, RF4, 4 DIMMs”. 

The 4 logical channels created by the 4 RF bands per pin 
creates so much more bandwidth than required by the mixes 
that it offsets any latency caused by additional levels in the 
DIMM tree. Therefore the DIMM tree with multiple RF bands 
per pin is able to outperform both an ideal multi-drop system 
and a non-ideal multi-drop system using multiple RF bands per 
pin. 

B. Power 

In this section we compare the power of the DIMM tree 
architecture versus a conventional DDRx DIMM and a LR-
DIMM system from Figure 2. At 4 DIMMs, a DIMM tree with 
branching factor 4 will perform equivalently to a conventional 
DDRx DIMM and LR-DIMM, since all 3 systems will have the 
4 DIMMs connected with a multi-drop bus. Therefore, we 
compare all 3 systems with 4 DIMMs using DDR3-1600 
DRAM chips so we can compare the power values directly. We 
obtain the DRAM chip power from DRAMsim [22] and the 
Micron datasheet for DDR3-1600 [16]. The non DRAM chip 
numbers are obtained by the highly accurate Spectre circuit 
simulator [5]. Figure 10 shows the power results in milliwatts. 
Most of the power is consumed by the DDR3-1600 DRAM 
chips. The rest of the non DRAM chip power includes the 
interconnect, baseband or RF transceivers, and any additional 
structure needed e.g. iMB for LR-DIMM. LR-DIMM adds on 
average 3% up to 4% more power compared to a conventional 
DDRx DIMM. The DIMM tree adds on average 5% up to 6% 
more power compared to a conventional DDRx DIMM. 
Therefore, unlike past technologies to improve throughput and 
capacity such as FB-DIMM, the power overhead of the DIMM 
tree architecture is very small.  

VI. RELATED WORK 

[21] demonstrated a 10Gbit/s optical link with GaAs based 
technology to implement an optical multi-drop memory bus. 
Vantrease et al. [23] proposed Corona, which used photonic 
links to provide high bandwidth to the DRAM. However, their 
design required a 3D layout and is incompatible with 
commodity DRAM parts. Beamer et al. [2] redesigned the 
entire memory system all the way down to the banks in order to 
support silicon photonics. While much research is being done 
with optical interconnect, an optical memory bus still suffers 
from several critical problems. First the photonic GaAs 
compound technology is still immature and incompatible with 
silicon-based DRAM commodity fabrication. Second, critical 
optical building blocks such as a silicon laser and the Ge p-i-n 
photo detector [1] are extremely sensitive to 
temperature/process variations. In contrast, our demonstrated 
Multiband RF-I is fully compatible with the low-cost CMOS 
manufacturing and is ready for use now, unlike optical 
technologies. However, once optical interconnect technology 
does mature enough, our DIMM architectures can be 
implemented with optical links instead of RF-I. 

Ko et al. [13] demonstrated a MRF-I board using BPSK 
modulation. The demo achieved a data rate of 3.6Gb/s/pin with 
2 RF bands per pin. Therefore, each RF band was able to 
achieve 1.6Gbps. The RF-I transceivers were manufactured in 
a 0.18µm 1.8V CMOS technology. However, the BER was too 
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high (10
-7

) to be used for DDR3, which requires a BER of 10
-

12
.  Byun et al. [4] demonstrated a MRF-I board using ASK 

modulation with differential signaling. The demo achieved a 
data rate of 5Gbps/pin and achieved a BER of less than 10

-15
. 

Fully buffered DIMM (FB-DIMM) [7] was designed to 
reduce load by interfacing all signals through the advanced 
memory buffer (AMB), and encoding everything as packets. 
The AMB connected each FB-DIMM in a point-to-point 
manner using a high-speed serial link operating at 6 times the 
DRAM clock. However, FB-DIMM consumed considerably 
more power than a conventional DDRx DIMM due to its high-
frequency serial links and power-hungry AMB used to decode, 
store, forward, and encode packets.  

VII. CONCLUSION 

The DRAM system is one of the most critical components 
in any modern day computing system. We are reaching a point 
where we are pushing the limits of traditional interconnect 
technology for DRAM, sacrificing throughput for capacity. The 
DIMM tree architecture allows DRAM systems to scale to 
many DIMMs without sacrificing throughput, while reducing 
the number of pins to interface with the memory controller. We 
have shown that the DIMM tree architecture can scale up to 64 
DIMMs with only an 8% reduction in throughput over an ideal 
multi-drop system. By adding MRF-I to the DIMM tree 
architecture, we are able to scale even further than a system 
with just the DIMM tree architecture or with just MRF-I. Using 
4 RF bands per pin with a DIMM tree of 64 DIMMs, we are 
able to see an average of 68% (up to 200%) increase in 
throughput over a 4-DIMM multi-drop system with 4 RF bands 
per pin. We have also shown that the additional structures 
required to support the DIMM tree architecture only require 
5% more power than a conventional DDRx DIMM and 2% 
more power than a LR-DIMM. The DIMM tree architecture is 
a high capacity high throughput DRAM system for future 
many-core CMPs for running many applications or threads 
concurrently.  
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